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Abstract- Classification of satellite images plays a vital role in 
remote sensing applications. Numerous algorithms have been 
developed and tested to classify a satellite image. The main 
purpose of these algorithms is to lessen the human efforts and 
errors in minimum time. Classification is performed on 
satellite images for various purposes. This paper presents a 
framework to classify a satellite image based on Nearest 
Clustering algorithm. This paper discusses the Nearest 
Clustering Algorithm in detail. Nearest Clustering algorithm 
is a supervised image classification algorithm which works 
using training dataset. It is a good algorithm having non 
parametric in nature. The algorithm is applied on testing 
dataset to get confusion matrix and also applied on satellite 
images to generate thematic map as output. The accuracy 
assessment has been done using confusion matrix, kappa 
coefficient and domain expert interpretations of images.   
Keywords—Nearest Clustering Algorithm, Image 
Classification, Image Processing, Confusion Matrix, Satellite 
Image, Training Dataset  

I. INTRODUCTION 

Satellite Image Classification is well known and established 
process used in various remote sensing applications.  A 
satellite image is a collection of pixels arranged in a matrix 
form i.e. in terms of rows and column. Each pixel in an 
image is represented as a vector consisting of values 
depending upon the number of color bands in satellite data. 
These satellite images are used for various remote sensing 
applications. One of such application is classification of 
images to extract some useful information, object or feature 
such as waterbody, habitation, dune type, snow etc. Image 
Classification is defined as the process of extracting 
information or data of interest from an image. The main 
role of image classification is to detect, recognize and 
classify the features of an object in an image depending on 
the type of class [1]. Remote sensing data has been use 
widely for land cover identification and classification of 
various features of the land surface from satellite or 
airborne sensor. Classification in remote sensing involves 
clustering the pixels of an image to a (relatively small) set 
of classes, such that pixels in the same class are having 
similar properties [2]. Images can be classified based on 
certain feature vectors. One of such feature vector consists 
of three R, G, B values of a pixel. There are many different 
approaches to classification. However, in common there are 
two broad categories:  unsupervised and supervised 
classification technique. Some of the supervised 
classification algorithms are Nearest Clustering Algorithm, 
K Nearest Neighborhood (KNN), Maximum Likelihood 

classification, Parallelepiped Classification, Minimum 
Distance Classification etc. This paper discusses about the 
Nearest Clustering Algorithm and its use in remote sensing 
applications. The accuracy of the algorithm has been 
assessed using Confusion Matrix and Kappa Coefficient.  
This paper is organized in various sections. Section 2 of the 
paper describes the work carried by various scholars. 
Section 3 explains the Nearest Clustering Algorithm. 
Section 4 describes the methodologies used and the details 
of the experiment performed. Results and discussions are 
provided in section 5. The last section gives the conclusion. 

II. LITERATURE SURVEY 

A lot of work has been done in the area of image 
classification. Image classification is a complex process that 
may be affected by many factors. Any classification model 
is defined on the space N of maps from the image domain 
to the set N of classes (each class n corresponds to an entity 
of interest in the scene), the possible ‘classifications’ [3]. 
Image classification is the task of classifying images into 
(semantic) categories based on the available training data 
[4]. A common approach to image classification involves 
addressing the following three issues: (i) image features — 
how to represent the image, (ii) organization of feature data 
— how to organize the data, and (iii) classifier — how to 
classify an image [4].  Many algorithms have been 
proposed by many scholars for supervised and unsupervised 
image classification. Selection of a particular algorithm 
depends upon the problem in hand. Designing a suitable 
image processing procedure is a prerequisite for a 
successful classification of remotely sensed data into a 
thematic map. Effective use of multiple features of 
remotely sensed data and the selection of a suitable 
classification method are especially significant for 
improving classification accuracy [5]. In the remote sensing 
literature, many supervised and unsupervised classifiers 
have been developed to tackle the multi and hyperspectral 
data classification problem [6]. The main difficulty with all 
supervised methods is that the learning process heavily 
depends on the quality of the training dataset, which is only 
useful for simultaneous images, or for images with the same 
classes taken under the same conditions [7]. Image 
semantic understanding is typically formulated as a multi-
class or multi-label learning problem [8]. In multi-class 
setting each image will be categorized into one and only 
one of a set of predefined categories [9]. Supervised 
classification is the most fundamental classification in 
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machine vision classification. It requires prior knowledge of 
image classes. Training samples and test samples are used 
for classification purpose. An ordered pair (x,y) is called 
training samples where x is an instance and y is the label. 
An instance x with unknown label is called a test example. 
The aim of the supervised learning is to evaluate labels for 
test examples. One of supervised image classification 
algorithm is Nearest Clustering.  

III. NEAREST CLUSTERING ALGORITHM 

Nearest Clustering is basically modification over K-Means 
Clustering and Minimum Distance Algorithm. It combined 
features of these two algorithms with some more 
modification to improve classification accuracy. Nearest 
Clustering Algorithm is a supervised classification non 
parametric algorithm which makes use of training data 
generated by domain experts. Training data contains the 
prior knowledge of the data classes. Along with training 
data, satellite image is given as input to the algorithm for its 
classification and assigning labels to each pixel of satellite 
image.  

 
Fig. 1  Initial Phase of Nearest Clustering Algorithm 

The algorithm starts with computing centroids 
corresponding to each of classes in training data by 
calculating mean of all patterns belonging to that class. It 
means, number of total centroids is equal to number of total 
classes of the classification problem. In next step, Euclidian 
distance of each pixel in satellite image is computed from 
each of centroids. Each pixel is then assigned with label of 
the class which is nearest to it based on the computed 
Euclidian distance. This algorithm takes into account the 
distance between the pixels and the centroids as the 
decision criteria.  
After completion of above step, each pixel belongs to one 
of the classes in training data. Then, the new centroids are 
computed for each of classes by calculating mean of all 
pixels in satellite image and all patterns in training data 
belonging to that class.  ݀݅ݎݐ݊݁ܥ= ݏݏ݈ܽܿ	ݎ݁	ݏ݈݁ݔ݅	݂	ݎܾ݁݉ݑܰݏݏ݈ܽܿ	ܽ	݂	݈݁ݔ݅	ݕݎ݁ݒ݁	݂	ݏ݁ݑ݈ܽݒ	݁ݎݑݐ݂ܽ݁	݂	݉ݑܵ	  

These new centroids are then used in next step. So, in next 
step, euclidian distance of each pixel in satellite image is 
computed from each of new centroids. Each pixel is then 
assigned with label of the class which is nearest to it based 
on the computed euclidian distance. Again, new centroids 
are computed as mentioned above.  

 
Fig. 2  Lateral Phase of Nearest Clustering Algorithm 

This iterative process continues till an optimal solution is 
achieved. This optimal solution is that stage where new 
centroids and old centroids are same i.e. difference between 
these two is zero ideally. At the stage of an optimal 
solution, each pixel has been assigned class label to which 
it belongs. Then each output classes are color coded to give 
final output. 

IV. METHODOLOGY 

This section explains experimental framework and software 
design in detail. 

A. Block Diagram 

The block diagram of the algorithm has been shown in 
figure below. This block diagram shows various 
components of nearest clustering algorithm.  

 
Fig. 3  Block Diagram of Nearest Clustering Algortihm 

Anil K Goswami et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 5 (3) , 2014, 3768-3772

www.ijcsit.com 3769



B. Flow Chart 

Flowchart of the nearest clustering algorithm has been 
shown in figure below. 

 

Fig. 4  Flow Chart of Nearest Clustering Algorithm 

C. Training and Testing Data Sets 

The training dataset consists of prior knowledge of input 
patterns. Training and testing dataset have been generated 
from satellite images for five classes. Each pattern in 
training and testing dataset consists of three dimensional 
feature vector having Red, Green and Blue value 
corresponding to each pixel along with class label. The 
whole dataset generated by domain expert has been split 
into five sets of training and testing datasets where the ratio 
of number of patterns in training and testing dataset is 29:71 
respectively. In each set, training dataset consists of 2000 
patterns and testing dataset consists of 5000 patterns. These 
training and testing data sets are used for the training and 
testing purpose.   

D. Algorithm 

1. Input –  Satellite ImageDataMatrix,  
             Image Height, Image Width,  

Training Data 
2. Create and initialize data structures. 
3. Compute initial Centroid for each class in training data.   ݀݅ݎݐ݊݁ܥ, = 	∑ ,,ேୀݐܽܦ݊݅ܽݎܸܶܨ ܰ  

Where, 
i= 1 to No of Classes, j= 1 to No of Features, k= Total 
No of Patterns 

4. For each pixel in ImageDataMatrix 

4.1 Compute distance from each cluster centroid ݁ܿ݊ܽݐݏ݅ܦ[݅]= 	ඥ(ݔ݅ݎݐܽܯܽݐܽܦ݁݃ܽ݉ܫ −  ଶ([݅]݀݅ݎݐ݊݁ܥ
 

4.2 Calculate Minimum Distance and assign that 
cluster label  ݈ܲ݅݁ݔ ←  ൯([݅]݁ܿ݊ܽݐݏ݅ܦ)݊݅ܯ൫݈ܾ݁ܽܮݏݏ݈ܽܥ

 
5. Compute centroids again ܰ݁݀݅ݎݐ݊݁ܥݓ,= 	∑ ,,ݐܽܦ݊݅ܽݎܶ݁ݑ݈ܸܽܨ + ∑ ,,ெୀேୀܽݐܽܦ݃݉ܫ݁ݑ݈ܸܽܨ ܰ + ܯ  

 
6. Compute objective function 
7. Repeat the steps from 4-6 until Objective Function is 

minimized. 
8. Assign final class label to each pixel 
9. Assign the color codes to each class. 
10. Display of result image. 

E. Kappa Coefficient 

The accuracy of the algorithm has been calculated using 
confusion matrix and kappa coefficient. To evaluate the 
performance of a classification method, Cihlar et al. (1998) 
proposed six criteria: accuracy, reproducibility, robustness, 
ability to fully use the information content of the data, 
uniform applicability, and objectiveness. In reality, no 
classification algorithm can satisfy all these requirements 
nor be applicable to all studies, due to different 
environmental settings and datasets used. Classification 
accuracy assessment is, however, the most common 
approach for an evaluation of classification performance. 
The confusion matrix approach is the one most widely used 
in accuracy assessment. 
The overall accuracy can be calculated as: 

Overall Accuracy (%) =
௧ 	 ×100 

The Kappa coefficient can be calculated as : Kappa	Coefϐicient = 	ܰ∑ ݔ −	∑ ൣ∑ ݔ 	∑ ݔ ൧ܰଶ −	∑ ൣ∑ ݔ 	∑ ݔ ൧  

Where, N =	x୧୨ = 	p୲ = total	number	of	pixels୨୧   = number	of	correctly	classiϐied	pixels 
 

V. RESULT AND DISCUSSION 

The results of the above experiment have been shown in 
this section. The results on five training and testing datasets 
have been shown in detail in form of confusion matrix, 
kappa coefficient, and their distribution and line diagram. 
The results on actual satellite images have also been given.   

A.  Confusion Matrices 

The classification using Nearest Clustering Algorithm has 
been performed on the generated data sets. The confusion 
matrices of all the sets are given below.  
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TABLE I 
CONFUSION MATRIX FOR SET1 

 C1 C2 C3 C4 C5 C6 
C1 700 0 0 0 0 0 
C2 0 994 0 25 474 0 
C3 3 12 1032 0 1 0 
C4 0 19 0 876 0 0 
C5 0 0 0 0 559 0 
C6 0 0 0 0 0 305 

TABLE II 
CONFUSION MATRIX FOR SET2 

 C1 C2 C3 C4 C5 C6 
C1 450 0 0 0 0 0 
C2 0 1165 0 116 259 0 
C3 10 18 1001 0 0 0 
C4 0 7 0 956 0 0 
C5 0 0 0 0 536 0 
C6 0 0 0 0 0 482 

TABLE III 
CONFUSION MATRIX FOR SET3 

 C1 C2 C3 C4 C5 C6 
C1 735 0 0 0 0 0 
C2 0 1018 0 68 437 0 
C3 28 9 1000 0 1 0 
C4 0 17 0 830 0 0 
C5 0 0 0 0 566 0 
C6 0 0 0 0 0 291 

TABLE IV 
CONFUSION MATRIX FOR SET4 

 C1 C2 C3 C4 C5 C6 
C1 450 0 0 0 0 0 
C2 0 1165 0 116 259 0 
C3 10 18 1001 0 0 0 
C4 0 7 0 956 0 0 
C5 0 0 0 0 536 0 
C6 0 0 0 0 0 482 

TABLE V 
CONFUSION MATRIX FOR SET5 

 C1 C2 C3 C4 C5 C6 
C1 591 0 0 0 0 0 
C2 0 961 0 84 241 0 
C3 19 14 956 0 0 0 
C4 0 13 0 1067 0 0 
C5 0 0 0 0 520 0 
C6 0 0 0 0 0 534 

TABLE VI 
CLASS WISE ACCURACY OF EACH SET 

 Set 1 Set 2 Set 3 Set 4 Set 5 
C1 100.00 100.00 100.00 100.00 100.00 
C2 66.57 75.64 66.84 75.64 74.72 
C3 98.47 97.27 96.33 97.27 96.66 
C4 97.87 99.27 97.99 99.27 98.79 
C5 100.00 100.00 100.00 100.00 100.00 
C6 100.00 100.00 100.00 100.00 100.00 

 
 
 

B. Kappa Coefficient 

TABLE VII 
ACCURACY AND KAPPA COEFFICIENT OF ALL THE SETS 

Set Accuracy(%) Kappa Value 
Set 1 89.32 86.92 
Set 2 91.80 89.87 
Set 3 88.80 86.27 
Set 4 91.80 89.80 
Set 5 92.58 90.90 

C. Line Diagram 

 
Fig. 5  Class Wise Accuracy of Each Set 

 
Fig. 6  Class Wise Accuracy of Each Set 

D. Data Distribution 

 

Fig. 7  Distribution of Classes 
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E. Satellite Image Results 

 

Fig. 8  Satellite Image and Classified Image 

 

Fig. 9  Satellite Image and Classified Image 

 

Fig. 10  Satellite Image and Classified Image 

 

The result of the experiment shows that nearest clustering 
algorithm is a good algorithm for image classification. Here 
it has given good results with accuracy more than 90% for 
image classification problem consisting of five classes. One 
of the important point to be noted here is that the accuracy 
of nearest clustering classifier heavily depends on the 
quality of training datasets. Training datasets must be 
robust and consistent to give better accuracy. 

VI. CONCLUSION 

Nearest Clustering Algorithm has been implemented and 
tested using the generated dataset by the domain expert. 
The algorithm has shown good results. But one has to keep 
in mind that accuracy of the algorithm heavily depends on 
the quality of data set generated. It can be concluded from 
the results that this algorithm provides good results. For our 
dataset, only one class has shown lesser accuracy than the 
rest of the classes. In general, Nearest Clustering Image 
Classification Algorithm is good for satellite image 
classification. This work can be extended further in future 
by making fusion of more than one algorithm either at 
process level or at output level. This fusion of many 
algorithms may increase the accuracy of classification but 
at the cost of computation time. At the end, it is important 
to say that choice of a classification algorithm or the fusion 
of many algorithms depends on the problem in hand, 
desired level of accuracy and computational time.    
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